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At the heart of attribution theory, as formulated by Harold Kelley (1867,

1972a, 1972b, 1973), is the basic analogy-between the inferential skills of the

layperson or intuitive scientist and those of the professional scientist

Edited by {Kruglanski, Hamel, Maides, & Schwartz, 1978; Ross, 1977, 1978). This
’ layperson-scientist analogy generally suggests that the intuitive scientist
JOHN H. HARVEY processes a variety of inferential tasks in a manner analogous to the scien-
Texas Tech University tist’s normative approach to the solution of inferential problems. In an im-
WILLIAAS I2KKES portant and comprehensive treatment of the lay scientist’s inferential
University of Missouri-St. Louis abilities, however, Nistett and Ross (1980) discuss a number of inferential
RORBERT F. £IDD “shortcomings’’ that characterize all stages of intuitive scientific judgment.

In particular, Nisbett and Ross detail the extent to which the intuitive scien-
tist’s reliance on various cognitive representations or knowledge structures
and intuitive inferential stratcgies may lead to inaccurate, as well as ac-
curate, social inference,

The misapplication or the overapplication of, for example, cognitive
schemata (Bartlett, 1832; Markus, 1977; Neisser, 1976; Taylor & Crocker,
1980), prototypes (Cantor & Mischel, 1979), implicit personality theories
(Rosenberg & Sedlak, 1972; Wegner & Vallacher, 1877), or scripis
{Abelson, 1976; Schank & Abelson, 1977) may affect the accuracy of in-
ferences and predictions made by the intuitive scientist. Similarly, the lay
scientist’s use of intuitive judgmental heuristics such as representativeness
and availability, often to the exclusion of more normatively appropriate

Boston University

@ strategies, results in persistent inferential errors on probabilistic judgment
L{\WRENCE ERLBAUM ASSOCIATES, PUBLISHERS tasks (Kahneman & Tversky, 1972, 1973; Tversky & Kahneman, 1971, 1973,
1981 Hillsdale, New Jersey 1974, 1980C). In fact, a reliance on these *‘generally valid, intuitive, inferen-

tial strategies,” as Nisbett and Ross have suggested, may have pervasive ef-
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84 BORGIDA AND BREKKE

fects on the coding of data, assessments of covariation, causal analysis, .

prediction, and theory testing,
This chapter focuses on the intuitive scientist’s ability to use base rate or

distributional information in two of these inferential tasks: causal analysis -

and prediction. Tt will be argued that essentially the same characteristics of
human inference are implicated in these tasks, Kelley’s covariation princi-
ple, for example, suggests that the intuitive scientist considers three sources
of information in order to attribute causal explanations for social behavior:
consensus (do other people behave in this manner in this situation, or is the
response relatively rare?), distinctiveness (does the person behave in this
manner in similar situations as well, or only in this particular situation?),
and consistency {does the person usnally or only occasionally behave in this
manner?). Attribution of cause to either situational or dispositional factors,
in this view, depends on the nature of the information pattern under. cos-
sideration (Garland, Hardy, & Stephenson, 1975; McArthur, 1972, 1976;
Orvis, Cunningham, & Kelley, 1975).

But in a series of experiments, Nisbett and Borgida (1975; Nisbett,
Borgida, Crandall, & Reed, 1976) proposed that people often do not make
normatively appropriate use of consensus information in explaining or
predicting behavior, Nisbett and Borgida (1975), for example, described
two previously conducted experiments and then asked their subjects to
predict the behavior of a particular participant in the original experiment
and 1o explain causally the behavior of another participant who had behaved
in an extreme way. Prior to making predictions and attributions, some
subjects were told that in one experiment, where participants had been asked
to take a great deal of electric shock, the modal behavior had been to take
the maximum amount of shock the apparatus could deliver. In the other ex-
periment, where a confederate asked for help during what appeared to be a
seizure, the modal participant never offered help. These behavioral base
rates were surprising to subjects, who had believed that a moderate amount
of shock-taking would have been typical in the shock experiment and that a
fairly quick helping response would have been typical in the helping study.
Nevertheless, MNisbett and Borgida argued that consensus information (L.e.,
knowledge of the behavioral base rate data), according to attribution
theory, should have affected subjects’ predictions about the behavior of any
particular original participant and should have led to increased situational
attributions as explanations for the behavior of any particular participant
exhibiting modal behavior. They found, however, that their subjects’
predictions, trait inferences, and causal attributions were unaffected by
saniple-based consensus information, ’

Nisbett and Borgida suggested that these failures to follow normative in-
ferential rules were similar to Kahneman and Tversky’s (1973) demonstra-
tion that people ignore population base rates when making predictions
about the category membership of a target individual. Kahneman and Tver-
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sky instructed some subjects that a panel of psychologists had administered
personality tests to 70 engineers and 30 lawyers; for other subjects, the pro-
portion of engineers and lawyers was reversed. Subjects were asked to
estimate the probability that a specific respondent was ope of the 70 (30)
engineers. Kahueman and Tversky also presented subjects with target case
or individuated information in the form of five paragraph-length personality
sketches. Four of the five déseriptions presented individuating information
that was uninformative or non-dicgnostic for predicting the target case’s
profession. In contrast, the fifth description provided subjects with in-
dividuating information that was informative or diagnostic for ‘predicting
the target’s profession. Finally, in a nud! condition, subjects were told only
that the target had been randomly selected from the sampie of respondents.
Kahneman and Tversky found that subjects-who had no information about
the target appropriately used the base rate when judging the probability that
the target was an engineer or lawyer. When non-diagnostic and diagnostic
individuating information was available, however, subjects underutilized
the base tate distribution of engineers and lawyers from which the target
had been sampled, and overweighted the individuating information.

The present chapter addresses several important guestions with respect 1o
this “‘base rate fallacy’’ (Bar-Hillel, 1980), or the tendency io under-
utilize base rates in favor of singular or individualing information on

- various atiribution and prediction tasks. The first question, which is the

focus of Part 11, is; What limiting conditions for the base rate fallacy have
cmerged thus far in attribution and judgment research? The early ex-
periments on consensus and base rate utilization by Kabneman and Tversky
{1973) and Nisbett and Borgida {(1975) have generated a sufficient body of
research and controversy (Rorgida, 1978; Wells & Harvey, 1578) such that
several parameters of the phenomenon are now specifiable. As several in-
vestigators have suggested, then, the guestion is no Jonger whether people
use consensus and base rate information, but rather, what factors seem 1o
promote hase rate utilization (Ajzen & Fishbein, in press; Borgida, 1978;
Kassin, 1979b; Kulik & Taylor, in press).

A second question addressed by this chapter in Part III concerns the
possible theoretical explanations for the base rate fallacy: Why are people
susceptible to the base rate fallacy? Several researchers in both the attribu-
tion and judgment domains have offered such explanations, Part I1i, then,
reviews these explanations and discusses a convergent framework for
understanding the base rate fallacy in attribution. . - .

Finally, Part 1V illustrates the pervasiveness of the base rate fallacy in
everyday reasoning about social behavior. Distributionat beliefs, for exam-
ple, are manifest in clinical diagnosis {Goldberg, 1968; Meehl, 1954; Meehl

. & Rosen, 1955), in hypothesis-testing {Snyder & Swann, 1978), predictions

of recidivism risk (Carroll, 1977), aitributions for task performance (Frieze
& Weiner, 1971), in predicting dangerousness (Shah, 1978), and in the re-
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quirements for establishing character proof in the law of evidence (Borgida,
1979). Part 1V, however, focuses on the extent to which the dynamics of the
base rate fallacy contribute to an understanding of the conditions under
which social stereotypes may influence social judgments. Sociel stereotypes
have the logical status of prior probabilities for social judgments about par-
ticular members of stereotyped social groups and Part 1V discusses some
recent research that suggests that stereotypic beliefs “‘behave’ like
distributional beliefs in the context of prediction or judgment tasks.

| SOME LIMITING CONDITIONS OF THE BASE RATE FALLACY

What imiting conditions of the base rate fallacy have emerged in attribu-
tion and judgment research since the initial work by Kahneman and Tversky
(1973) and by Nisbett and Borgida {1975)? Recent attribution and judgment
‘research suggests several conditions that seem to promote use of base rate
information and an overview of these circumstances is provided in Table
3.1, which is referenced throughout this section of the chapter.

Before reviewing these conditions, however, several other considerations
should be mentioned. First, and most important, gur review and analysis
presumes substantial overlap between the attribution and judgment
research domains, Both inferential tasks are regularly performed by the in-
tuitive scientist and both entail the same set of reasoning processes {(Nisbett
& Ross, 1980; Ross 1977). Although the two domains have a areat deal in
common (Fischhoff, 1976), there is an important conceptual difference.
The very notion of a base rate faflacy suggests the existence of a normative
standard with which to assess the normative appropriateness of certain at-
tributions and predictions. The normative standard for causal explanations
is somewhat ambiguous in that it rests on the logical dictates of attribu-
tional principles (Schneider, Hastorf, & Ellsworth, 1979) or, perhaps more
suitably, on the informed opinions of “‘experts’” when they agree on the
normative rules governing a particular inference task {Nisbett & Ross, 1980;
Stich & Nisbett, in press). In either case, however, there is no quantifiable
standard of optimality for such rational base line models as attribution
theory (Jones & McGillis, 1976). In attribution research one cannot assess
the exact magnitude of judgmiental deviations from optimality. Therefore
most attributional studies of the base rate fallacy rely oa null hypothesis
testing (c.g., do people make statistically significant use of consensus infor-
mation?).

Although there is debate about the appropriateness of the Bayesian ap-
proach to various aspects of inductive inference (Ajzen & Tishbein, 1978;
Fischhoff & Lichtenstein, 1978; Shafer, 1976; Tribe, 1971; Williams, 1978),
research in the judgment domain traditionaily has relicd on Bayes® theorem
for a normative descripticn of the appropriate use of data for predictions
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and judgments (Slovic, Fischhoff, & Lichtenstein, 1977; Slovic &
Lichienstein, 1971). Given two cvents, A and B, Bayes' theorem states that
plA/EY = plAa) « p(B/AY/ p(B). In other words, beliefs and predictions
should be affected both by the prior probability or base rate distribution of
the criterion [{(A)} and by the strength of the relationship between the datum
and the criterion [p{B/A)/ p(B)).

Normatively, when the datum is non-diagnostic or uncorrelated with the
criterion [p(8/4)/ p(B)] = 1, people should refy solely on the prior probability
of the criterion. When the datum is diagnostic [p(B/A)/p(B) # 1},
however, people should revise the prior probability of the ¢riterion accord-
ing to the informativeness or diagnosticity of the datum. Unlike attribu-
tional studies of the base rate fallacy; thercfore, there is a standard of op-
timality that determines the nonmative appropriateness of judgments on
Bayesian inference tasks. Thus, the reader should keep in mind the fype of
problem under investigation {(attribution versus judgment). This informa-
tion is indicated in Column 1 of Table 3.1, Conclusions about research find-
ings should be tempered with the appropriaie normative standard in mind.
One can obtain significant ¢ffects for base rate utilization even when such
vtilization is highly sub-optimal from a Bayesian perspective.

scond, several investigators have stressed the importance of appropriate
dependent variable measurcment in research on the base rate fallacy (Wells

. & Harvey, 1977). Although it is, of course, important to choose theoretically

appropriate dependent measures in auy area of research, consideration of
this dimension does not constitute a limiting condition of the phenomenon.
The base rate’ fallacy has been demonstrated across a wide variety of
measures and does not appear 1o be a function of the researcher’s pariicular
choice of dependent measures,

Similar concerns have been expressed with respect to the impact of the
response format used 1o study the base rate fallacy. Manis, Dovalina, Avis,
and Cardoze (1980), for example, have shown that discrete predictions
about category membership may be more nonmatively appropriate than
subjective probability estimates. 1n general, the impact of this factor is dif--
ficult to evaluate because differences between response formats (o a certain
extent are a function of the type of problem investigated. Judgment re-
searchers tend to elicit probability estimates for Bayesian inference tasks
whereas attribution researchers usually use Likert scales or a multiple-
choice format. Even so, the variability of results within each type of prob-
lem, between studies using the same response format, suggests that response
format per se does not represent a limiting condition of the basc rate
fallacy. The most direct evidence available in fact supports this contention.
Lyon and Slovic (1976) compared the probability estimate and multiple-
choive responsc formats for the same inference problem and found little dif-
ference between the two. Regardless of the response format used subjects
exhibited the base rate fallacy.




) TABLE 31
Review ot Consensus and Base Rate Studies

. Type of Study Order of Information
Between Consensus, Berween Base
Disrinctiveness, Rates and Sequential
& Consistency: Target Info: Base Rate  Base Rate

Last Judgment  Atiributi C Ct BR Ist Targer Ist  Preseptation  Vividness
ist

Ajzen (1977)

Bar-Hillel (1980

Borgida & Nisbett {(1977)

Carroll (1977)

Carroll (1980)

Carroll & Sicgler (1977)

Cooper, Jones & Tuller (1972)

DeJjong & Amabile (1979)

DiVino & MeAcihur (1978)

Dyck & Rule {1978)

Feldman, Higgins, Karlovac, &
Ruble (1976)

Fisehhoff, Slovic, & Lichcenstein
{1979) ) X

Friere & Weiner (1971)

Garland, Hardy, & Stephenson (1975)

Ginosar & Trope (1980)

Hammenon (1973)

Hansea (1979)

Han:en & Donoghue (1977)

Hansen & Lowe (1976)

Hansen & Stonner (1978)
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Karlovac, Feldman, Higgins, & )
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Kassin (1979b)
Kassin & Lowe (1976)
Kulik & Taylor (in press)
Kulik & Taylor (1980)
Lay, Burron, & Jackson (1973)
Lowe & Kassin (1977)
Lyon & Slovic (1976) ' X . X “X X
Manis, Dovalina, Avis, & ’
Cardoze {1980)
Mattin & Powers (1979)
McArthur (1972)
McArthur (1976)
Nisbett & Borgida (1975)
Nisbett, Borgida, Crandall, &
Reed (1976)
Orvis, Cunningham, & Kelley (1975)
Pilkoris {1977)
Ruble & Feldman {1975)
Wells & Harvey (1977)
Wells & Harvey (1978) X
Zuckerman (1978a)
Zuckerman {1978b)
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TABLE 3.1 (continued)

Extremity
of
Base Rate

Sampling

Know-
ledge

Base Rare
Transta-
tability

Individual
Differ-
ences

* Implicit
Con-
Sensus

Actions
Versus
Occur-
rences

Causal
Relevance

Ajzen (1977)

Bar-Hillel (1980) X

Borgida & Nisbett (1977)

Carroll (1977)

Carroll (1980

Carroll & Siegler (1977)

Cooper, Jones & Tuller (1972)

DeJong & Amabile (1979)

DiVitto & McArthur (1978)

Dyck & Rule {1978) .

Feldman, Higgins, Karlovac, &
Rubie (1976)

Fischhoft, Stovic, &

Lichtenstein (1979) X
Frieze & Weiner (1971) .
Garland, Hardy, & Stephenson

- {1975)
Ginosar & Trope (1980)
Hammerton (1973)
Hansen (1979)
Hansen & Donoghue (1977)
Hansen & Lowe {(1976) .
Hansen & Stonner (1978)

Harvey, Cacioppo, & Yasuna
(1977 :
Kahneman & Tversky (1973)
Karlovac, Feldman, Higgins, &
Ruble (1976)
Kassin (1979b) . X
Kassin & Lowe (1976)
Kulik & Taylor (in press)
Kulik & Taylor {(1950)
Lay, Burron, & Jackson (1973)
Lowe & Kassin (1977)
Lyon & Slovic (1976)
Mannis, Dovalina, Avis, &
Cardoze (1980)
Martin & Powers (1979)
McArthur (1972)
McArthur {1976)
Nisbett & Borgida (1975)
Nisbétt, Borgida, Crandall, &
Reed (1976)
Orvis, Cunsingham, & Kelley
197%) .
Pilkonis {1977) .~
Ruble & Feldman (1976)
Wells & Harvey (1977 X
Wells & Harvey (1978)
Zuckerman (1978a) .
Zuckerman {1978b) ' X
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Finally, it should be noted that the base rate fallacy does not appear to be
a function of faulty memory for base rate information. Unfortunately,
many researchers, especially those in the judgment domain, failed to collect
base rate recall data. Recall measures have been included more frequently in
attributional studies of the base rate fallacy (Nisbett & Borgida, 1975; Wells
& Harvey, 1977; Zuckerman, 1978b). These studies have yielded very con-
sistent results suggesting that the base rate fallacy is not a function of sub-
jects’ limited memory capacities. It would appear that reasonably accurate.-.
base rate information is available to subjects but that they simply do not
make appropriate use of it. Moreover, it is apparent from a number of
studies that base rate information is used appropriately when base rates are
presented in the absence of any individuating information (Bar- Hillel,
1980; Ginosar & Trope, 1980; Kahneman & Tversky, 1973; Kukk & Taylor,
1980; Locksley, Borgida, Brekke, & Hepburn, 1980; Locksley, Hepburn,
& Ortiz, in press; Ruble, Feldman, Higgins, & Karlovac, 1979 [Experiment 1];
_Zuckerman, 1978b). The consistency of these latter findings certainly im- -
plies that subjects understand the relevance of base rates and how to apply
them in the absence of individuating information,
In the remainder of this part of the chapter, then, we review attribution
and judgment studies that deal with base rate utilization in the absence of

" individuating information as well as studies that directly address the base

rate fallacy, that is, examine base rate uiilization in the presence of in-
dividuating information. Sections A-D discuss various factors that seem to
promote the availability in memory of base rate information; sections E-G
* discuss several factors that seem to reduce sample size or sample bias prob-
lems associated with base rate utilization; and sections H~J review studies
that examine the role of intuitive causal theories and base rates with causal
implications.

A. Order of Information Presentation

Between Consensus, Distinctiveness, and Consistency Information. 1In
a number of studies (McArthur, 1972; Orvis, Cunningham, & Keltey, 1975),
consensus information may have been underutilized because it was pre-
sented prior to distinctiveness and consistency. Accordingly, Ruble and
Feldman (1976) systematically varied the order of these three cues and
found a recency effect for consensus_utilization. When order was so
counterbalanced, consensus, distinctiveness, and consistency information
accounted for approximately equal amounts of variance, a finding that has
‘since been replicated by Zuckerman (1978a).

It may be seen in Table 3.1 that there are actually very few studies in
which consensus information was always presented first. The order in which
consensus, distinctiveness, and consistency information are presented is
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. noted in Column 2. First, where all three cues are presented, the order is

often varied (e.g., Frieze & Weiner, 1971; Hansen, 1979). Second, it may be
seen in Columus 2 that in most studies subjects are never even given con-
sistency or distinctiveness information. And, finally, even when subjects are
given consensus information, they are nevertheless insufficently responsive
to its implications. :

Between Base Rute and Individuating Information. To what extent does
base raie utilization differ as a function of the order in which base rate and
individuating information are presented? Given that consensus utilization is
subject to a recency effect {Ruble & Feldman, 1976), the impact of base rate
information might be attenuvated by individuating information presented
after the base rate, but prior 10 the dependent measures, One might expect,
then, that base rates would Le more underutilized when followed by in-
dividuating information than when preceded by individuating information.

Column 2 also indicates the order in which base rate and individuating in-
formation have been presented. There appears to be no direct relationship
between base rate utilization and order of presentation. For example,

- Nisbett and Borgida (1975) presented base rates [irst, whereas Borgida and

Nisbett (1977) presented individuating information first. In both instances,
subjects underutilized base rates. Lyon and Slovic (1976) also found that
presenting -the base rate information after the individuating information
had no significant effects on subjects’ predictions; subjects underutilized
the base rate regardless of where it appeared in the problem. Overall, ap-
proximately half of the studies reviewed presented base rates first, and ap-
proximately half presented them second, yet there does not appear to be a
corresponding pattern of base rate utilization.

B, Segquential Base Rate Presentation

_To what extent is the underutilization of baserate information a function of

the manner in which such information is presested? In everyday life, for ex-
ample, people often obtain consensus information sequentially rather than
simultaneously (Feldman, Higgins, Karlovac, & Ruble, 1976). Feldman et
al. therefore manipulated the temporal presestation of consensus informa-
tion, Subjects were shown videotapes in which four actors agreed or
disagreed with the target actor either all at once (simultaneous condition) or -
one at a time {sequential condition). Subjects in the sequential conditions
made significantly better use of the consensus information than subjects in
the simultaneous conditions, Feldman et al. suggested that subjects may
process simultaneous consensus as one unit of information, but process se-
quential consensus as many bits of informatésa, Thus, subjects in sequen-
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tial conditions are more likely to utilize consensus because they in effect
process “‘more” consensus information. .

A similar approach was taken by Manis, et al. (1980), who presented base v

rates in a case-by-case format. They showed subjects photographs of people
from the target population glong with information about the category
membership of each case. When asked to make predictions about individuat
targets in a discrete-response format, subjects made significant use of the
base rates. ' ’

Studies that have used this sequential format are noted in Column 3. It
may be seen that there are only a few studies that directly address this issue.
In fact, there are only two studies that use sequential base rate presentation
besides the two already mentioned. Harvey, Cacioppo, and Yasuna (1977)
obtained significant effects for sequential consensus, but on self-
attributions of ability. Karlovac, Feldman, Higgins, and Ruble (1976) used
virtually identical procedures and stimulus materials as those employed by
Feldman et al. (1976), but found no significant differences in base rate
utilization for subjects in simultaneous versus sequential presentation con-
ditions. '

More importantly, the results obtained by Feldman et al. and Manis et al.

must be qualified somewhat. First, the significant effect for sequential

- presentation in the Feldman et al. study was obtained only for subjects who
bad no direct information about the stimulus array in question. When sub-
jects had such information, there was no effect for temporal presentation,
Second, in the Manis et al. studies, all base rate information was conveyed
in a case-by-case manner; there were no simultaneous presentation condi-
tions. Moreover, although base rate utilization‘was statistically significant,
utilization was nevertheless sub-optimal.

C. Vividness of the Base Rate

Nisbett and Borgida (1975; Nisbett et al,, 1976) have proposed that base
rates may be underutilized becausé they are abstract and pallid. In-
dividuating or target case information, in contrast, is more concrete and
vivid and it has been suggested that vivid information may be more salient
(Taylor & Fiske, 1978) and therefore more cognitively available in memory
than abstract information (Borgida & Nisbett, 1977; Nisbett & Ross, 1980).
Studies that have operationalized base rate information in vivid and
abstract forms are noted in Column 4. A number of studies not included in
Column 4 have presented base rate information in a vivid mode but have
not presented informationally equivalent base tates in an abstract form.
Some investigators, for example, lave used videotapes (Feldman et al.,
1976), pictures (DiVitto & McArthur, 1978), siznatures on a petition (De-
Jong & Amabile, 1979), audiotapes (Haney, 1979), and false physiological
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feedback (Hansen & Lowe, 1976) to present base rate information. In
general, these studies have yielded no better utilization than studies in which
base rate information was presented in an absiract, summary form.

A more direct test of the hypothesis was provided by Borgida and Nisbett
(1977). Subjects were given information about several psychology courses in
the form of cither summary tables containing mean course evaluations
(comparable to the student course evaluation booklets distributed at many
colleges and universities) or brief, face-to-face comments by students who
had previously taken the courses. Subjects were asked to indicate those
courses that they planned to take in the future. Thus, the vivid base rates
were clearly concrete, emotionally interesting, and experienced in a prox-
imate, sensory mode (Nisbett & Ross, 1980). As predicted, vivid, face-to-
face information had a greater impact on subjects’ course choices #nd con-
fidence in those choices than did the statistical summary information,
especially for those subjects who planned on majoring in psychology. In
contrast, Manis et al. (1980) showed subjects photographs of people in each
of two population subgroups in an attempt to present base rate information
in a more concrete, vivid manner. This form of presentation, although not
comparable to the Borgida and Nisbett operationalization of vividness, proved
to be no more influential than base rates presented in a summary (abstract)
form. - : '

Fischhoff, Slovic, and Lichtenstein (1979), it should be noted, have
recently taken a different approach to increasing the salience and therefore
the availabiilty of base rate information. By asking subjects to make a series
of judgments across a variety of base rate values, that is, by using a within-
subjects design instead of a between-subjects design, they were able to
facilitate base rate utilization, though the latter was stii] sub-optimal.

D. Base Rate Extremity

Kahneman and Tversky (1973) have suggested that base rates may be utilized
appropriately if they are rather extreme, Column $ indicates those studies in
which base rate extremity (or magnitude of consensus) was manipulated,
Although most studies include high and low base rate conditions (e.2.,
70%/30%) only those in which a variety of base rates are invest igated (e.g.,
70%/30% versus 90%/10%) are noted in Column S, Studies in which ex-
tremity was directly manipulated have produced equivocal results, Wells
and Harvey (1977), for instance, used the stimulus materials from Nisbett
and Borgida’s (1975) study but added more extreme high consensus infor-

_ mation. As predicted, they obtained significant effects for high consensus.

In contrast, Lyon and Slovic (1976) obtained no significant effects when the
base rate was made as extreme as 99%/1%. :
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E. Sampling Knowledge

Several investigators have examined the extent to which sampling bias and
sample size considerations influence base rate utilization, and these studies
are noted in Column 6. For subjects 1o use base rate information ap-
propriately, they must be confident that the behavior sample is valid and
unbiased; if they believe that the sample is somehow unrepresentative, they
may discount the relevance of the base rate when making predictions about
entities or populations.

Wells and Harvey (1977), for example, explained to subjects the impor-
tance of using random sawmples in psychological research and assured them
that the sample in question represented a randomly selected cross-section of
the population. Their results, in fact, showed more consensus utilization in
knowledge of random sampling conditions than in no-knowledge condi-
tions. But sensitivity to sample bias may in fact require rather strong
“sampling information” manipulations. There is conasiderable evidence
suggesting that the lay scientist more often than not fails to recognize biased
samples and to make appropriate allowances for predictions about entities

* and populations {(Nisbett & Ross, 1980). Nisbett and Borgida (1975}, for ex-
ample, found that people were not sensitive to assurances about the ran-
domness of a sample, Ross, Amabile, and Steinmetz (1977) have

- demonstrated that subjects do not make adequate inferential ailowances
even when the behavior sample is blatantly biased. And a recent experiment
by Hamill, Wilson, and Nisbett (1980) has shown that subjects’ inferences
about a target person are dramatically insensitive to pertinent sampling in-
formation,

Sample size also has been proposed as a factor that may influence base
rate utilization. Kassin (1979a), for example, reasoned that if subjects
belicved a sample was very small, they would assume that it was unrepresen-
tative. Or, if the sample information contradicted their expectations, they
might infer that the information was based on a small, unrepresentative
sample. In either case, subjects are likely to reject the sample base rate as in-
valid and therefore useless for prediction purposes. To test this view, Kassin
presented subjects with conflicting sets of base rates derived from samples
of different sizes. He found that subjects relied more on larger sample base
rates, although the pattern of results was sub-optimal.

Other studics, however, suggest that this sensitivity to inadequate sample
size may be somewhat misleading. Borgida and Nisbett (1977), for examplg,
found that subjects were not sensitive to the stability of population
estimates based on large samples or the unreliability of estimates based on
small samples. Moreover, Bar-Hillel (1979) demonstrated that although it is
possible to elicit judgments indicating that perceived accuracy increases
with sample size, ““these judgments seem to reflect sensitivity to sample-to-
population ratio rather than absolute sample size. In fact, people may trade
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sample size for sample-to-population ratio, even when this actually
decreases expected sample accuracy {pg. 245)." :

F. Base Rate Translatability

‘Carroll and Siegler (1977) have suggested that subjects may use only base

rates that are directly ““translatable” to a given prediction problem. That is,
subjects indeed may consider base rates relevant, but not know how to
translate and apply them appropriately. For example, if they attempt to
probability match (Wecir, 1964) there would be no direct correspondence be-
tween a 70%/30% split in the population and a 70%/30% division in a
sample of five people. Unable to solve the problem using the base rate infor-
mation, subjects inay simply decide to ignore it.

As indicated in Column 7, therc are only a few studles in which
translatable base rates have been used (Carroll, 1977, 1980; Carroll &
Siegler, 1977), and they yield mixed empirical support, Carroll and Siegler
(1977 [Experiment 2]) found that translatable base rates were used
significantly more than non-translatable base rates, even when the latter
were more extreme. In a third experiment, however, Carroll and Siegler
(1977) found that the enhanced use of translatable base rates was limited to
situations in which uninformative target case descriptions were provided.
Furthermore, in subsequent studies, Carroll (1977, 1980) obtained no
significant effects for base sate translatability on sum!ar though not tden-
tical problems.

G. Individual Differences

Some people may be more susceptible to the base rate fallacy than others,
and rescarch that adopts this individual differences approach to base rate
utilization is noted in Column 8.

Usmg variations on the Kahneman and Tversky Iawycr-engmecr prob-
lem, for example, Ginosar and Trope (1980) found that a number of their
subjects (28%) applied base rates incorrectly even in the absence of in-
dividuating information. These subjects presumably lacked a translation or
“sampling rule’’ for converting relative frequencies into probabilities, and
were susceptible to the base rate fallacy repardless of the amount and type
of individuating information presented. Subjects who possessed such 2
sampling rule, however, consistently showed more appropriate use of base
rates, even when individuating information was available. It would appcar,'~
then, that utilization of base rates may depend in part upon thc possession
of a relevant sampling rule. = :

The role of individual differences has been exammed also by Kuhk and
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Taylor {in press) who investigated the relationship between self-monitoring
(Snyder, 1979) and the use of consensus information. High self-monitoring
individuals are more attuned to situational cues and information than low
self-monitoring individuals; high seif-monitoring individuals are generally
more concerned with behaving in a situationally appropriate manner and
are more sensitive to the expressive behavior of others in situations. Kulik
and Taylor therefore hypothesized that high self-monitoring individuals
would be more sensitive to the situational implications of consensus infor~
mation than low seif-monitoring individuals. Because the latter people tend
to be less influenced by situational contingencies and exhibit more cross-
situationally consistent behavior, they were expected to make much less use
of consensus information. '

Kuwik and Taylor further suggested that persons high and low in seif-
monitoring might rely on different types of consensus information. They
predicted that high seif-monitoring individuals would be influenced by in-
formation about the behavior of others, or sample-based consensus. Low
self-monitering individuals, in contrast, should be more sensitive to seff-
based consensus (Hansen & Donoghue, 1977; Heider, 1958; Kulik & Taylor,
1930} or more prone to “false consensus’ judgments (Ross, Greene, &
House, 1977; Zuckerman & Mann, 1979); that is, they would assume that
their own behavior in 4 situation was normative and thus would use it to in-
fer population performance.

To test these notions, Kulik and Taylor conducted a study patterned after
Nishett and Borgida (1975). Although the prediction that low self-
monitoring subjects wouid use self-based consensus to a greater extent than
high self-monitoring subjects received only marginal support, there was
evidence that individual differences in self-monitoring mediated the use of
consensus information. High self-monitoring subjects made significantly
greater use of consensus information than did low self-mormitoring subjects,
especially when predicting their own behavior, Moreover, the predictions of
high self-monitoring subjects were affected by consensus information even
when the modal behavior was socially undesirable.

There are a number of other questions that inight be addressed by such an
individual differences approach. Kulik and Taylor (1980), for example, sug-
gest that an individual’s self-concept might determine the refative weight
that they assign to self-based versus sample-based consensus information.
People who consider themselves to be typical or average in a ceriain
behavioral domain may be more likely to ignore sample-based consensus
that conflicts with their own self-based or seif-generated consensus. In
order to test such a hypothesis, therefore, one would have to measure the
amount of experience various subjects have had in a given behavior do-
main, as well as whether or not they have a relevant self-schema (Markus
1977). :
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H. Implicii Consensus

Implicit consensus, in contrast to Kelley’s (1967) notion of sample-based
consensus, generally refers 10 perceivers’ expectations or intuitive causal
theories for how others will behave in a particalar situation. Such expectan-
cies or a priori beliefs about behavior, which affect a variety of inferential
tasks (Nisbett & Ross, 1980), may be based on self-generated or self-based
consensus (i.e., the assumption that one’s own behavior in g situation is
normative) or they may be derived from knowledge of normative behavior
or knowledge of the target’s category membership (e.g., Jones & McGillis,
1976).

Regardless of the source, however, it has been suggested that implicit
consensus may have more influence on judgments and attributions than
sample-based consensus. Not surprisingly, implicit consensus or intuitive
theories scem to affect attributions in the absence of sample-based consen-
sus (Kassin, 1979b), when implicit consensus is congruent with normative
expectancies (Lay, Burron, & Jackson, 1973), or when the normative expec-
tancies in a given situation have been effectively ““neutralized’” (Hansen &

‘Lowe, 1976). Furthermore, when sample-based consensus conflicts with

normative expectancies or iniuitive theories for how others should behave,
subjects are more likely to rely on their own causal theories'and underutilize
information about the behavior of others (Lowe & Kassin, 1977; Zucker-
man, 1978a). Studies that have investigated these issues are presented in
Column 9.

As Kassin (1979b) has noted, the more important guestion concerning im-
plicit consensus is the extent to which these intuitive causal theories interact
with sample-based consensus when the latter is readily available. Hansen
and Donoghue (1977), for example, used a sample-based consensus
manipulation patterned after Nisbett et al. (1976) and found that implicit
consensus had more influence than sample-based consensus on population
estimates and causal attributions. Regardless of whether the consensus in-
formation was congruent or incongruent with implicit beliefs, subjects
relied on their intuitive causal theories. Research by Zuckerman {1978b),
however, suggests that sample-based consensus will be used only when.it is
congruent with implicit consensus. Zuckerman used the stimulus materials
from Nisbett and Borgida (1975) but varied the social desirability of the
consensus information given to subjects. He found that subjects used
sample-based consensus only when it was socially desirable (i.e., when it
was congruent with subjects’ normative expectancies). When the sample-
based consensus was socially undesirable {or incongruent with these expec-
tancies), as was the case in the Nisbett and Borgida (1975) study, subjects
underutilized consensus in their predictions about a target person’s
behavior, But the social desirability of conscnsus information does not seem
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to explain why subjects are so willing to generate socially undesirable base
rates based on their knowledge of the soctally undesirable behavior of a few
target individuals {Nisbett & Borgida, 1975).

Other studies, however, have yielded results suggesting that implicit con-
sensus has a less substantial impact on behavioral predictions. Lowe and
Kassin {(1977), for example, manipulated consensus within the context of a
helping experiment. They found that implicit consensus had no impact on
population estimates or predictions about target individuals unless explicit
consensus information was unavailable. Implicit consensus had more im-
pact than explicit consensus only when subjects were evaluating a target
whose behavior was already known. Kulik and Taylor (1980 found that im-
plicit and explicit consensus had fairly equal impact. Either one alone af-
fected population estimates and trait aitributions, and when both were
available, they were integrated more appropriately. That is, for subjects
with implicit consensus, additionally congruent sample-based consensus
enhanced the effects produced by implicit consensus in a normatively ap-
propriate direction. When the sample-based consensus information was in-
congruent, however, these effects were aticnuated.

I.  Actions versus Occurrences

Kruglanski (1975) has distingnished between behaviors that are completely
voluntary {(actions) and behaviors that are not completely voluntary {occur-

rences). Actions, because of their voluntary mature, almost always will be

atributed 1o internal causes, whereas occurrences may be attributed to
either internal or external causes.

Following this line of reasoning, Zuckerman (1978a) predicted that con-
sensus information should have less impact on the attribution of actions
than occurrences. Consensus information is informative only with respect
to the stimulus because it provides iuformation about the reactions of many
actors to that stimulus, If the stimulus or entity has already been ruled out
as a possible cause (because the behavior was completely voluntary) consen-
sus information should be largely irrelevant, Zuckerman (1978a) in-
vestigated this hypothesis using procedures and measures similar to that of
McArthur (1972). Consistent with this argument, he found that consensus
had more impact on attributions for cccurrencss than atiributions for ac-
tions. As noted in Column 10, however, Zuckerman is the only researcher
thus far who has investigated the effects of this factor on-consensus utiliza-
tion. '

J.  Causai Relevance

Ajzen (1977) proposed that when making predictions and explaining events,
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people rely on a *‘causality heuristic,”” that is;

When asked to make a prediction, people look for factors that would cause
the behavior or event under consideration. Information that provides evidence
concerning the presence or absence of causal factors is therefore likely to in-
fluence predictions. Other items of information, even though important by the
normative principles of statistical prediction, will tend to be neglected if they
have no apparent causal significance {p. 304].

In a series of clever experiments, Ajzen demonstrated the influence of this __
causality heuristic on the utilization of base rate information. In one such
experiment, subjects were given base rates concerning success {failure) on a
final exam, and were then asked to judge the likelihood that a particular
target individual passed {Tailed) the exam, In cgusal base rate conditions,

subjects were told that 70% of all students who take that particular class

pass (fail) that exam. This base rzte allowed them to infer exam difficulty,
one of the plausible causes of success or failure on the exam. In non-cawsal
base rate conditions, subjects were told that the target came from a sample
of students interviewed by an educational psychologist doing research.
Because the psychologist was specifically interested in reactions to success
(failure), he chiose a sample in which 70% succeeded (failed). This descrip-
tion conveyed the base rate, and was even slightly more elaborate than the
causal base rate description, yet it contained no information about a possi-
ble causal factor such as exam difficulty. As expected, Ajzen found that
‘base rate information strongly influenced predictions only when base rates
seemed causally relevant to the criterion. When base rates were not causal,
predictions were based primarily on individuating information.

Research in which the cansal relevance of the base rate was manipulated
is noted in Column 11, Although there are relatively few studies of this sort,
the results have been very consistent, In every experiment, causal base rates
were used significantly more than non-causal hase rates.

Tversky and Kabneman (1980), for insiance, have also demonstrated the -
importance of causal relevance in base rate utilization. They presented sub-
jects with the following problems: L

Problem 1t A cab was involved in a hit-and-run accident at night. Two cab

companies, the Green and the Blue, operate in the city. Eighty-five percent of

the cabs in the city are Green and 15% are Blu¢, A witness identified the cab as

a Blue cab. The court tested his ability to identify cabs under appropriate

visibility conditions. When prescnted with a sample of cabs (half of which

were Blue and half of which were Green) the witness made correct identifica-
tions in 80% of the cases and erred in 20% of the cases.

Problem 2. A cab was involved in a hit-and-ran accident at night. Two cab
companies, the Green and the Blue, operate in the city, Although the two.
companies are roughly equal in size, 85% of the cab accidents in the city in--
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volve Green cabs, and 15% involve Blue cabs, A witness identified thecabasa
Blue cab. The court tested his ability to identify cabs under the appropriate
visibility conditions. When presented with a sample of cabs (haif of which .
were Blue and half of which were Green) the witness made correct identifica-
tions in 80% of the cases and erred in 20% of the cases,

Subjects were asked to estimate the probability that the cab involved in the
accident was Blue rather than Green. The two problems are formally iden-
tical and have identical solutions. They differ subjectively, however,
inasmuch as the second problem enables the judge to infer that the drivers
of Green cabs are more reckless than the drivers of Blue cabs. Thus, the
base rate information appears to be causally relevant in Problem 2 but
causally irrelevant in Problem 1. Consistent with the hypothesis that people
are more likely to use base rate information when it appears to be causally
relevant, Tversky and Kahneman (1980) found that the median response of
subjects to the first problem was 80%;, whereas the median response of sub-
jects to the second problem was 55%, which is much closer to the correct
solution of 41%.

Summary

What, then, are the circumstances or factors that scem to promote base rate
utilization and influence the base rate fallacy? First, there are several
availability-mediated manipulations that seem to improve the memorability
of base rates and lead to more appropriate utilization (Ajzen & Fishoein, in
press). The order of presentation, sequential rather than simultaneous pres-
entation of base rates, as well as base rate vividness and extremity represent
manipulations that essentially enhance the immediate memorability of base
rate information and increase the likelihood of obtaining more appropriate,
though not necessarily optimal, use of the base rates.

Second, there have been several attempts to improve base rate utilization
by drawing attention to sample bias and . sample size considerations.
Although there is some evidence that people are less prone to the base rate
fallacy when they are assured that the sample in question is representative or
large, there is also considerable evidence sugyesting that in many domains
people lack the sophistication and sampling rules to make adequate inferen-
tial allowances for sample size or sample bias. In any case, the base rate
fallacy does not appear to be a function of a lack of understanding of the
relevance and appropriate application of base rates, Aside from some peo-

ple who simply lack the necessary sampling rule, people use base rates in a°

normatively appropriate manner in the absence of individqating informa-
tion.

Third, it is clear that preconceptions in the form of various knowledge
structures and intuitive theories that people hold about how others behave

. . ;
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in situations can bias predictions and lead to normatively appropriate and
inappropriate use of base rate information. In the absence of individuating
information, normative ¢xpectancies and intuitive, self-generated theories
about events influence attributions and prediction estimates. This influence
is in the direction of normatively appropriate utilization when these expec-
tancies, whatever their form, are congruent with base rate information.
When these intuitive theories about behavior in a given situation are in-
congruent with base rate information, however, the latter is consistently
underutilized. In addition, when base rates 2re made to appear causally rele-
vant to a prediction problem, that is, when the base rate is cognitively
available and implies a direct causal connection to the criterion, people are
much less susceptible to the base rate {allacy.

Yet 2 more_compelling question with respect to these three sets of factors
is why one must even consider such circusmstances in order io achieve ap-
propriate utilization of base rate information. In the next section of this
chapter, then, several theoretical frameworks for understanding the base
rate fallacy will be discussed.

THEBASE RATE FALLACY— A MATTER
OF PERCEIVED RELEVANCE

Several sets of factors that may promote base rate utilization were discussed
in the previous section. The focus of Part 111is on the various explanations
that have been proposed to account for the base rate fallacy. That is, why
do people underutilize information about population base rates in favor of
individuating information when making predictions and attributions about
the category membership of a target individual? '
Kahneman and Tversky (1973) orginally proposed that the base rate

fallacy reflects the tendency for people to rely on the representativeness

heuristic when making probabilistic judgments. In the lawyer-engineer
problem, for example, people judge probability by assessing the degree to
which the individuating information (i.e., in the form of brief personality
descriptions) is representative of or similar to iheir stercotype or preconceived
theory about lawyers or engineers {Tversky, 1977). Because perceived
representativeness is unaffected by the base rate, subjects ignored prior
probability in favor of diagnostic as well as non-diagnostic individuating in-
formation. 3 o

An alternative explanation of the base rme fallacy was proposed by
Nisbett and Borgida (1975; Nisbett, et al., 19%6), They argued that base rate
information, almost by its very nature, is abstract and pallid, and simply
may lack the force to trigger cognitive work of any kind. In contrast, in-
dividuating information about a target indivicual is more concrete, vivid,
and salient. Thus, base rate information may be underutilized in favor of
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individuating information because the latter is more vivid and therefore
more likely 1o be remembered and utilized than abstract, statistical informa-
tion {Nisbett & Ross, 1980). .
Subsequent research on base rate utilization and the base rate fallacy,
however, suggests that neither of these explanations is entirely sufficient to
account for the base rate fallacy phenomenon. Although people may engage
in a feature-matching process in accordance with the representativeness
heuaristic for the lawyer-engineer problem, representativeness thinking
alone does not account for why base rate information was not integrated in-
to their probability judgments (Bar-Hillel, 1980). And although the

vividness or salience explanation considers characteristics of both the base |

rate and individuating information, it is unable to account for the base rate
fallacy when the base rate and individuating information are presented in a
comparably abstract form (Tversky & Kahneman, 1980), or, for that mat-
ter, when both are presented in a comparably concrete manner (DiVitto &
McArthur, 1978). In the latter context, it may be that consensus informa-
tion js underutilized because it pertains to others’ behavior and does not
relate specifically or causally to an actor’s behavior. Distinctiveness and
consistency information, in contrast, are utilized because they are more
specific and relevant to judgments about the particular actor’s behavior
(Nisbett & Ross, 1980). :

A third and more compelling explanation of the base rare fallacy is based
on the notion of causal thinking. As discussed in section 11-J, Ajzen (1977)
and Tversky and Kahneman (1980) have shown that the underutilization of
‘base rates is a more general phenomenon than representativeness thinking.
They have demonstrated that when base rate information is represented in a
form that links the base rate to an intuitive ¢causal theory and enables people
to infer a probable cause of the criterion, base rates are more likely to affect
social judgments. In contrast, base rate information that is not given
this causal interpretation will be dominated by the presence of more causally
relevant individuating information. In the absence of the laiter, base rates
will be used more appropriately. Thus, the causal relevance interpretation
suggests that base rate information ‘““which is not incorporated into a causal
schema, either because it is not interpretable as an indication of propensity
or because it conflicts with an established schema, is given litile or no weight
(Tversky & Kahneman, 1980, p. 71).”

But the causal relevance interpretation of the base rate fallacy does not
explain, for example, cartain research findings that suggest that non-causal
base rates significantly affect judgments (Ajzen, 1977; Ginosar & Trope,
1980; Locksley et al., 1980). {n order to account for such findings, Bar-
Hillel (1980) has proposed an explanation of the base rate fallacy that is
compatible with but encompasses the causal relevance interpretation. When
making probability judgments, according to this view, people order the

available information in terms of its relative relevance to the judgment -
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problem in question, If base rate information and individuating informa-
tion appear equally relevant to a judgment problem, then the two will be
combined in some manner to determine the final judgment. Information
that appears to be more relevant to the probiem, however, will tend to
dominate information of lower relevance, Furthermore, according to Bar-
Hillel (1980): ‘‘since less relevant items are discarded prior to any con-
siderations of diagnosticity, an item of no dizgnostic value, if judged more
relevant, may dominate an item of high diagnosticity [p. 91.”

What determines informational relevance? Bar-Hillel suggests that one
important factor might be speeificity. That is, information aboul a popula-
tion base rate may be regarded as less relevant than information about a
specific subset of that population. Individuating information and causal
base rates alike relate more specificaily to the individual case in this manner.
When both the base and individuating information, for example, were of
low perceived relevance, Bar-Hillzl found in ene experiment that the me-
dian response was very close to the normative solution. When the base rate
and individuating inlormation were of equally high relevance, Bar-Hillel
found that subjects tended to average the two types of information,
although there was no consensual strategy for integrating the two types of
information. When Bar-Hillel presented a judgment problem that juxtaposed
two causal base rates, liowever, subjects’ judgments were based entirely on
the base rate that seemed to relate more specifically to a sub-population
rather than 1o the overall population. Similarly, when subjects were given
two non-causzl base rates, her subjects used the more specific (sample-
based) base rate instead of the more general (population-related) base rate,
In this view, making a base rate seem causally relevant about specific
members of a given populaticn is jusi one means of increasing the perceived
relevance of base rate information. It is not causality per se that is impor-
tant, according to this view, but rather the fact that causal base rates are
more specifically related (and therefore more relevant) to the target out-
come than non-causal base rates. Thus, when base rate information per-
tains to a morc specific subset of the population, it is perceived as more rele-
vant and has more impact on judgments. People fall prey to the base rate
fallacy, thercfore, when they regard population base rates as low-relevance
information, and individuating information as more specific and causally
related to the target outcome.

Under certain circumstances, however, indwiduating information may
not be regarded as more specific and causally réievant. Individuating infor-
mation is more specific and causally relevant i the extent that it is con-
gruent with the intuitive causal theories and implicit personality theories
that people hold about the relationship between various personality
characteristics and category membership. Any mformation that might af-
fect the degree of congruence between these a priori theories and the in-
dividuating information, therefore, should redure the extent to which the
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individuating information is rcgarded as specific and causally relevant, In
fact, Ginosar and Trope (1980) recently have demonstrated that the in-
troduction of such information leads to more appropriate utilization of
non-specific, abstract, non-causal base rate information.

By introducing inconsistent ¢lements into the personality descriptions used
by Kahneman and Tversky (1973), Ginosar and Trope were able to reduce
the usefulness and relevance of individuating information for diagnosing
category membership and thereby increase the likelihood of base ratwe
atilization. In contrast, when the individuating information was internaily
consistent. and congruent with intuitive causal theories, Ginosar and
Trope's subjects, as expected, exhibited the base rate fallacy. By introdue-
ing inconsistent clements into the individuating information, Ginosar and
Trope in effect disrupted subjects’ well-developed reliance on individuating
information and induced a more controlled mode of thinking (Langer,
1973). For example, Ginosar and Trope combinead contradictory attributes
from Kahneman and Tversky’s (1973) engineer and lawyer descriptions into
a single description {e.g., solves mathematical puzzles, interested in political
and social issues, and argumentative), As a result, the salience and
availability of the appropriate (but less preferred) sampling rule was in-
creased and subjects recognized its relevance to the required judgment. In-
terestingly, although Ginosar and Trope were able to induce this shift to use
of the base rate, they also found that subjects were less confident of their
probability judgments when they used the more appropriate bul less pre-
ferred sampling rule 1o make probability judgments.

The relevance explanation of the base rate fallacy, grounded in the jug-
ment rescarch literature, also clarifies the relationship between implicit con-
sensus and sample-based consensus in aturibution research, Simply put,
when sample-based consensus is congruent with people’s well-developed
causal theories (based on either self-generated consensus or nofmative ex-
pectancies), consensus information will be cegarded as more specific and
causally relevant to attributional judgments and behavioral predictions
about target individuals. In the Kulik and Taylor (1980) study, for example,
this congruence enhanced population estimates and trait attributions in a

normative direction. Such theory-gnided reasoning, therefore, may result in-

what appears to be more normatively appropriate reasoning (Nisbett &
Ross, 1980). When sample-bascd consensus is incongruent with intuitive
causal theories, however, sample-based consensus will be regarded as less
relevant to judgments about a specific target person. But the degree of in-
congruence must be taken into consideration. If people's ability to rely on
intuitive theories is drastically diminished, as in the Ginosar and Trope
{1930) study, then the availability of base raics and the likelihood of ap-
propriate use is enhanced. But when the two types of information are more
comparably relevant, as was the case in the Kulik and Taylor (1980) study,
subjects clearly made an attempt to integrate the two in their judgments. In

3. BASE RATE FALLACY 87

such-cases, regardless of the combinatorial rule that subjects use, sample-
based information will be underutilized.

In sum, 2 consideration of various theoretical explanations of the base
rate fallacy suggests a convergent framework for understanding the base
rate fallacy in atiributional and judgment contexts. Further research on
other determinants of perceived relevance, various factors that may affect
the assessment of specificity, on a critical role of diagnosticity, as well as the
combinatorial rules that govern the relationship between implicit consensus
and sample-based consensus, is clearly in order. The ramifications of an
understanding of the base rate fallacy for other reasoning domains such as
social stersotyping are discussed next.

SOCIAL STEREOTYPES AND THE BASE RATE FALLACY

For investigators in the area of social cognition, one of the most important
implications of the relationship between base rates and individuating infor-
mation, as discussed in previous sections, is with respect to the domain of
social stercotypes. The traditional approach to social stereotype research,
for example, has focused on stereotyped assessment (Brigham, 1971). For
over 40 years researchurs have employed variants on the adjective checklist
measure introduced by Katz and Braly (1933) and in general have obtained
very consistent resuits. In the case of sex stereotypes, for example, the
typical man has been described as more assertive, active, objective, rational,
and competent than the typical woman, and the typical woman has been
described as more passive, emotional, submissive, compassionate, and
socially sensitive (Broverman, Vogel, Broverman, Clarkson, & Rosen-
krantz, 1972; Ruble & Ruble, 1980; Spence & Helmreich, 1978). Sex
stereotypic beliefs are thus well documented and fairly stable over time.
Given the stability and conceptual consistency of these results, ane might

assume that sex stereotypes affect social judgments; that is, knowledge of
an individual’s sex as well as information about his or her behavior should
affect sex-associated trait attributions to that person, Attempts to
demonstrate these effects of sex stereolypes on social judgments, however,
have produced variable and inconsistent results. Locksley, et al. (1980),
for example, recently conducted an experiment designed to test this
hypothesis. Subjects read a purportedly real, first-person account of a col-
lege student’s behavior in three ordinary problem situations. The trait
characteristic of the target’s behavior was systematically varied along a
dimension that is a central and stable component of sex stereotypes: asser-
tiveness/passivity. Information about the target’s sex was fully crossed with
inforrnation about the target’s behavior, so that in two versions of the ac-
count the target’s behavior was stereotypicaily consistent (i.e., a male who
behaved in a consistently passive manner or a female who behaved in a con-
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sistently assertive manner), There were also two versions in which the
target's sex was unidentified (and the target was assertive or passive). Thus,
one could assess not only the axtent to which information about sex leads
subjects to infer personality characteristics, but also the extent to which in-
formation about behavior leads subjects to infer sex and sex-associated per-
sonality characteristics, The dependent measures used in the experiment in-
cluded predictions of the targe’s behavior in four novel problem situations
and ratings of the target’s persaaality on a set of sex stereotypic trait dimen-
sions.

Surprisingly, information about the target’s sex had no iinpact on predic-

tions about the target’s behasior or ratings of the target’s personality

characteristics, Regardless of whether the target’s behavior was consistent
or inconsistent with sex stereotypic expectations, subjects’ judgments were
based entirely on behavioral iaformation. Moreover, this effect was not
merely due to the consistency of the target’s behavior; subjects relied just as
much on behavioral information when the cross-situational consistency of
the target’s behavior was reduced, It thus appearced that subjects viewed sex
as rather uninformative with respect to the target’s personality and
unknown behavior, .

The contrast between the consistent results of sex stereotype assessment
research and the failure of experiments such as these to obtain effects of sex
stereotypes on social judgments is striking. If cert3in traits are strongly
associated with sex, why doesn’t information about sex increase the prob-
ability of attributing sex-associated traits to the target?

Locksley, Borgida, Brekke, and Hepburn (1980; also see Rorgida,
Locksley, and Brekke, in press) have suggested that research in the
psychology of prediction can account for many of the apparent inconsisten-
cics in stereotype research. One way to view stereotypes is Lo regard them as
popular beliefs about base rates. As McCauley and Stitt {1978; McCauley,
Stitt, & Segal, 1980) have suggested, stereotypes refleet the extent to which
category membership can be regarded as a source of probabilistic, rather
than perfect information about an individual’s personality traits. For exam-
ple, sex stereotypes may be seen as equivalent to statements like “*On the
average, women are less assertive than men’’ or *‘More men are assertive
than women.””

Cnce the distributional nature of stereotypes is recognized, research on
the base rate fallacy becomes pertinent to an understanding of the cir-
cumstances under which stereotypes are likely to affect social judgments
about a target individual., Stersotypes should affect judgments of in-
dividuals about whom little else is known but their social category, just as
base rates affect judgments in the absence of individuating information
(Nisbett & Ross, 1980). But as soon as specific, individuating information
about an individual is known, and perceived as relevant, stereotypes may
have minimal, if any, impact on judgments of that person (Kahneman &
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Tversky, 1973; Nisbett & Ross, 1980); that is, individuating information
<hould be regarded 2s more relevant to judgments about a particular in-
dividual than distributional beliefs.

Results of the Locksley et al, {1980) experiment are consistent with this
explanation. Because subjects had a great deal of both diagnostic and non-
diagnostic individuating information available, it is not surprising that sex
stercotypes had no effects on judgments, Locksley et al. conducted a second
experiment {o provide 2 more direct test of this theoretical position. In the
second experiment, subjects’ sex stereotypic beliefs about the trait, asser-
tiveness, were assessed in a distributional format. In addition, subjects were
asked to indicate in terms of a percentage the likelihood that each one of six
individuals was assertive. Two of these targets were identified by name only,
in one case a female name and in the other case a male name. Thus for these
targets, subjects had only social category or base rate information on which
to base their judgments. Two more targets were identified by a male or
female name in the context of a brief description of a single behavioral
event, which was written so as to be subjectively non-dizgnostic of the trait,
assertiveness. The last two targets were identified by a female and a male
name in the context of a brief description of a single behavioral event writ-
ten to be subjectively diagnastic of the trait, assertiveness.

Results from this second experiment indicated, first, that subjects did
have stereotypic beliefs about the distribution of assertiveness. The mean
estimate of the percentage of males who are assertive was 56.1%, which dif-
fered reliably from the mean estimalte of the percentage of females who are
assertive {43.5%). Table 3.2 presents the mean judgments of the six targets,
as a function of their sex and as a function of whether they were identified
by social-catetory information only; by name in the context of a brief, non-
diagnostic description of a single behavioral episode (non-diagnostic in-
dividuating information); or by nanie in the context of a brief, diagnostic
description of a single behavioral episode {(diagnostic individuating infor-
mation). : :

TABLE 3.2
Msaan Attributions of Assertiveness as a Function of

Target Case Information
{From tocksley, Borgida, Brekke, & Hepburn, 1880)

Sex of Target .
Target Case Information Male Female df)
Social category information only 49.44 46.59 : 1.95(125)*
Nondiagnostic information 48.73 44.05 2.56(127)°
Diagnostic information 67,62 €7.30 0.47(128)
:-Oﬁ)p » .05 Sk mefr
05> p>01

" Copyright by the Amcrican Psychological Association. Reprinted by permission,
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As may be seen in Tabiz 3.2, when subjects only had information about
the target's sex, their jusdiments of the percentage of time in which the
target was assertive were higher for the male target than for the female
target. There was a similir difference between judgments for male and
female targets when subjects were given low-relevance, non-diagnostic in-
dividuating information inaddition to social category information. In con-
trast, when subjects had disgnostic individuating information in addition to
social-category informatiom, their judgments about male and female targets
were virtually identical, evea though these subjects had indicated that they
believed that males in genem! were more likely to be assertive than females.,
These results are generally tonsistent with research by Nisbett, Zukier, and
Lemley (in press) and Locksky et al. (in press) using non-controversial social
stereotypes. These investigators, however, also found that ever non-
diagnostic individuating irformation is sufficient to weaken the effects of
stereotypic beliefs on sociai judgments about a target individual.

In conclusion, the results of the experiments by Locksley et al. (1930)
provide preliminary suppeet for a general argument about the effects of
social stereotypes that refizcts the dynamics of the base rate fallacy as
discussed in this chapter, Perhaps the single most important implication of
this approach to social steweotypes that warrants further attention by re-
searchers in social cognition is that social stereotypes may not exert as per-
vasive or as powerful an effect on social judgments of individuals as social
psychologists traditionally have assumed (Hamilton, 1979). Social
stereotypes and other knowledge structures (Cantor & Mischel, 1979;
Nisbett & Ross, 1980) may affect recail of information and judgments of in-
dividuals about whom little else is known besides their social category., But
as soon as individuating, subjectively diagnostic attributes of a person are
known, stereotypes may haveminimal impact on judgments on that person.
Thus, people may sustain general prejudices while simultaneously viewing
specific individuals with whem they frequently interact in a non-prejudicial
manner,
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